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Texas Advanced Computing Center

Who are we:
• Research center at UT Austin
• 180+ staff (~70 PhD scientists, ~20 students and interns)
• Funded by significant investment from UT System, NSF, NIH, DoD
• 15,000 sq ft of data center, total capacity of 12 MW
• Design, build, manage, and operate ~10-15 big machines
• Developed and host dozens of science gateways

Mission: “To enable discoveries that advance science and society 
through the application of advanced computing technologies.”
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Texas Advanced Computing Center

Who uses TACC:
• ~4,000 active projects representing 152 fields of science
• ~15,000 annual command line users
• ~80,000 annual users via, e.g., web portals, APIs
• Partnerships with UT System, NSF ACCESS, industry, 

international
• K-12 programs, college classes, institutes and other training 

opportunities (1,000+ users trained annually)

• 7 billion compute hours annually
• 5 billion files processed annually
• 100PB stored archival data
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Texas Advanced Computing Center

Why use TACC:
• Scale up existing computational research
• Gain access to the latest hardware
• Use gateways / portals for common, domain-

specific workflows
• Store, manage, and share large datasets
• Add computational data analysis to 

experimental research
• Add computational component to modern 

courses or workshops
• Collaborate with our domain experts
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Resource Specialization

Frontera National Leadership Class System – Intel Cascade Lakes / RTX GPUs

Stampede3 National NSF Resource – Intel Ice Lakes + Sapphire Rapids + Skylakes, 
Ponte Vecchio GPUs, 12 PB flash storage

Lonestar6 UT System Resource – 3PF AMD EPYC plus A100 GPUs

Vista AI Focused Supercomputer – NVIDIA H100 Grace Hopper Superchips

Jetstream & Chameleon OpenStack Cloud – Usable, programmable infrastructure

Rodeo & Cyclone VMware/OpenStack – Production hosting

Stockyard 7PB Global, compute-optimized, parallel filesystem

Corral 40PB High-integrity, performant HDD + Data services

Ranch 160PB Long-term archival storage (disc and tape)

Horizon Coming Soon
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TACC Hardware Ecosystem
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Software Specialization

Tapis API PaaS for identity and access management, data marshalling & 
management, code publishing, orchestration, data center bridging

Reactors API PaaS bringing functional programming to a hybrid HPC/cloud 
environments

Core Experience Portal Powerful, intuitive, and project-oriented web interface for high 
performance computing and data management

TACC Stats Detailed performance analysis for all TACC HPC jobs

JupyterHub HPC-aware, API-integrated notebook computing

OpenStack User-configurable, programmable infrastructure

TAS Foundational TACC service for IAM, allocations, and reporting 

Jenkins Automation and continuous integration service

Nagios + Splunk Monitoring and advanced log aggregation
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TACC Software Ecosystem



https://www.tacc.utexas.edu/research/scivis-gallery/



1) Create a TACC Account
• https://accounts.tacc.utexas.edu/register

2) Create a project and request an allocation
• https://tacc.utexas.edu/portal/projects

3) Add staff and students to the project
• https://tacc.utexas.edu/portal/projects

4) Log in to a cluster, upload data, submit jobs
• https://docs.tacc.utexas.edu/

5) Attend training on a variety of topics
• https://tacc.utexas.edu/use-tacc/training/

6) Ask for our help!
• https://tacc.utexas.edu/about/help/

Note: If the data is PHI, review this first: https://tacc.utexas.edu/about/security-and-compliance/protected-data-service/
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How to Get Started?

https://accounts.tacc.utexas.edu/register
https://tacc.utexas.edu/portal/projects
https://tacc.utexas.edu/portal/projects
https://docs.tacc.utexas.edu/
https://tacc.utexas.edu/use-tacc/training/
https://tacc.utexas.edu/about/help/
https://tacc.utexas.edu/about/security-and-compliance/protected-data-service/


For questions, please contact:

Joe Allen, Ph.D.
Email: wallen@tacc.utexas.edu

Life Sciences Computing Group
Texas Advanced Computing Center

The University of Texas at Austin

For more information:
www.tacc.utexas.edu
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