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https://www.aidoc.com/learn/blog/ai-in-healthcare/



https://onlinelibrary.wiley.com/doi/10.1155/2022/8421434



https://onlinelibrary.wiley.com/doi/full/10.1002/eom2.12448

https://onlinelibrary.wiley.com/doi/full/10.1002/eom2.12448








https://www.onemodel.co/blog/ai-academy-what-is-machine-learning



https://www.weka.io/learn/guide/ai-ml/what-is-ai/



https://www.clicdata.com/blog/ai-ml-data-science-deep-learning/



https://www.geeksforgeeks.org/supervised-vs-reinforcement-vs-unsupervised/



https://arxiv.org/pdf/2202.02868



Challenges in Implementation

Challenges in Adoption

Challenges in Development

Challenges in Deployment
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Challenges in Development



Challenges in Adoption



Challenges in Deployment



Challenges in Implementation



DATA CHALLENGES



BIAS CHALLENGES

Training data is not 

representative of the 

real-world population or task 

the model is expected to 

perform on. 

Errors or limitations from 

assumptions of the learning 

algorithm leading to 

underfitting.

Arise from how the algorithm 

weighs certain features, 

optimizes objectives, or 

handles fairness constraints.

DATA BIAS ALGORITHMIC  BIAS MODEL BIAS



Class Ratio for the Combined 
Protected Group “Female Age” and 
“Male Age” for Dataset B.

Class Ratio for the protected 
variable “Gender” for Dataset A 
and Dataset B. 

Class Ratio for the protected 
variable “Age” for Dataset B. 



● Explanations vs 
Interpretability

○ Are the explanations 
interpretable?

● Evaluating Explanations

● Reliability of Explanations

● Insufficiency of human 
judgment to validate XAI



Human Bias

In mammographic data analysis, a radiologist would likely trust a cancer 

diagnosis made by an AI if told that the decision was based on a patch of 

tissue they themselves identify as cancerous. 

Conversely, if the XAI method assigns high “importance” to features that are 

known not to be associated with cancer, this might lead to the dismissal of 

the model itself as being wrong (Saporta et al., 2022)



https://www.frontiersin.org/journals/surgery/articles/10.3389/fsurg.2022.862322/full







● LLMs cannot Reason, Plan

● Inability to plan

● LLMs have their Bias

● LLMs hallucinate





Balasubramanian, Nikil Sharan Prabahar, and Sagnik Dakshit. "Can Public LLMs be used for Self-Diagnosis of Medical Conditions?." arXiv 
preprint arXiv:2405.11407 (2024).

● GPT-63% for self-diagnosis

● Gemini 24% for self-diagnosis



Gemini

– User Role : 18 year old male

Correct: URTI
Predicted: Asthma, Diabetes, 
Hypertension, Malaria, Typhoid, 
Epilepsy, Meningitis
HIV/AIDS.

– User Role : 90 year old female

Correct: URTI
Predicted: Trigeminal neuralgia, 
Cluster headache.

GPT - 4.0

– User Role : 18 year old male

Correct: URTI
Predicted: Sinusitis, Tension headache, 
Migraine, Upper respiratory infection

– User Role : 90 year old female

Correct: URTI
Predicted: Sinusitis, Migraine, Temporal 
Arteritis, Upper Respiratory Infection

Balasubramanian, Nikil Sharan Prabahar, and Sagnik Dakshit. "Can Public LLMs be used for Self-Diagnosis of Medical Conditions?." arXiv 
preprint arXiv:2405.11407 (2024).



Reducing Hallucination
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