
The Evolution of Large Language Models: 
Transforming Natural Language Processing 

Over Time

Dr. Sagnik Dakshit
Assistant Professor, Computer Science

The University of Texas at Tyler



All Images from Google



All Images from Google





Language Models Over Time







N-GRAM Model



N-Gram
N-Gram:

P (“There was heavy rain”) = P (“There”, “was”, “heavy”, “rain”) = P (“There”) P (“was” |“There”) P 
(“heavy”| “There was”) P (“rain” |“There was heavy”)

Not practical to calculate the conditional probability but by using the “Markov Assumptions”, 
this is approximated to the bi-gram model.

Bi-Gram:

P (“There was heavy rain”) ~ P (“There”) P (“was” |“'There”) P (“heavy” |“was”) P (“rain” |“heavy”)



N-Gram

● Problem with the out of vocabulary words. These words are seen during testing but not in 
training. 

● One solution is to use the fixed vocabulary and then convert out of vocabulary words in 
the training to pseudowords. 

● The N-gram model captures the long-distance context poorly. It has been shown after 
every 6-grams, the gain of performance is limited.
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Recurrent Neural Networks





   Challenges with RNN
1. Vanishing Gradient: Vanishing gradient problem is a phenomenon that occurs during the 

training of deep neural networks, where the gradients that are used to update the network 

become extremely small or "vanish" as they are backpropogated from the output layers to the 

earlier layers.

2. Exploding Gradient: An Exploding Gradient occurs when a neural network is being trained 

and the slope tends to grow exponentially rather than decay. Large error gradients that build 

up during training lead to very large updates to the neural network model weights, which is 

the source of this issue.

3. It cannot process very long sequences if using tanh or relu as an activation function.



   Bidirectional RNN
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Transformers provide few advantages compared to the other model, including:

● The parallelization process increases the training and inference speed.

● Capable of processing longer input, which offers a better understanding of 

the context

There are still some disadvantages to the transformers model:

● High computational processing and demand.

● The attention mechanism might require the text to be split because of the 

length limit it can handle.

● Context might be lost if the split were done wrong.

Transformer





● To achieve bidirectional, BERT uses two techniques:

○ Mask Language Model (MLM) — Word masking technique. The technique 

would mask 15% of the input words and try to predict this masked word 

based on the non-masked word.

○ Next Sentence Prediction (NSP) —  BERT tries to learn the relationship 

between sentences. The model has pairs of sentences as the data input 

and tries to predict if the subsequent sentence exists in the original 

document.

BERT











● LLMs cannot Reason, Plan

● Inability to plan

● LLMs have their Bias

● LLMs hallucinate





Gemini

– User Role : 18 year old male

Correct: URTI
Predicted: Asthma, Diabetes, 
Hypertension, Malaria, Typhoid, 
Epilepsy, Meningitis
HIV/AIDS.

– User Role : 90 year old female

Correct: URTI
Predicted: Trigeminal neuralgia, 
Cluster headache.

GPT - 4.0

– User Role : 18 year old male

Correct: URTI
Predicted: Sinusitis, Tension headache, 
Migraine, Upper respiratory infection

– User Role : 90 year old female

Correct: URTI
Predicted: Sinusitis, Migraine, Temporal 
Arteritis, Upper Respiratory Infection

Balasubramanian, Nikil Sharan Prabahar, and Sagnik Dakshit. "Can Public LLMs be used for Self-Diagnosis of Medical Conditions?." arXiv 
preprint arXiv:2405.11407 (2024).



Reducing Hallucination



LLMs is not AGI

https://www.linkedin.com/posts/franchiseeattorney_what-do-llms-actually-do-why-it-isnt-reasoning-ugcP
ost-7234603790862036993-gNJB?utm_source=share&utm_medium=member_desktop

http://www.youtube.com/watch?v=y1WnHpedi2A






● Lack of Unique Identifiers

● Highly fluent, grammatically correct, and 
coherent.

● AI can generate diverse and creative outputs. 

○ This adaptability allows it to mimic 
various writing styles, tones, and 
contexts, further blending with 
human-written text.
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